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Contributions

We introduce additive decoders: a simple architecture similar to object-
centric decoders for which we can prove both disentanglement and extrapo-
lation guarantees.

Motivations

• Explain why object-centric representation learning (OCRL) methods (such
as Slot Attention [2]) perform disentanglement when they are trained only
to reconstruct, without supervision.

• Understanding when and why compositional generalization is possible.

Unidentifiability in representation learning

• Decoder: f̂ : Rdz → Rdx (dx >> dz)
• Encoder: ĝ : Rdx → Rdz

• Assume they solve the reconstruction problem, i.e. Etrain∥x− f̂ (ĝ(x))∥22 = 0

• By taking f̃ := f̂ ◦ v and g̃ := v−1 ◦ ĝ where v is some invertible map, we
also solve the reconstruction problem...

• ... but ĝ and g̃ might have drastically different representations.
• This is a problem if we hope to learn a disentangled representation.
• Our solution: restrict f̂ to be additive!
• Closely related to nonlinear independent component analysis (ICA) [1].

Additive decoders

Disentanglement guarantee (identifiability)

• The learned block-specific decoders imitate the ground-truth ones!
• Latent factors can be dependent and have an almost arbitrary support.

Cartesian-Product Extrapolation
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